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S -ABSTRACT

In -. Hu-k.-e ,-L4nde %',,. h . ..94), the proof of the basic

Lemma 3 is based on Lemma 1 which is wrong. The aim of this feae is to

correct the prqof of Lemma 3 and consequently to ensure the main theore
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1. INTRODUCTION

Consider k p-variate normal populations with mean vectors 2.*.)

a *2-A., and a common covariance matrix E a Q II. Now, lot KI 21,---,&~*'pi) anA

The eomerica meaing f L1k, &2k--'-Cpk 1]~

Thegeoetrcalmooingofthe rank of C is obvious. it its rank Is one. the k controids o

the k populations are coincident. if it is two, the centroids are collinear but not coincideei

* and so on. So. the rank of & is important in certain problems of inference in the area 0

muitivariate analysis.

Suppose there are It samples, with site "I in2 . i-,nk. respectively, drawn from theu K

populations. Let

N~ t -

t

N t(

ta 1

It is not difficult to see that the rank of the matrix (*1 is one less than that OF 4.

*r On the other hand, the rank of jf* i Is In turn equal to the number of positive roots oF

the deterininantal equation

#11 Xa11 10 .3)

because the matrix 4ii 11~ is nonnegative definite and E a QiI is positive definite,



Thus, the problem to investigate the rank of & turns out to be the problem to inveShwate

the number of positive roots of (3). A review of the literature on testing for the r*AK of

Z-I* is given in Krishnaiah (1982).

Now, let us consider the samples drawn from the k multivariate normal popuiejons.

Let (Xlt....Xpt) denote the mean vector of the t-th sample and (x1,....xp) denote the mean

vector of the grand sample, iit(i, J , 1, 2,...,p) the second moments about the meIlsS of

the t-th sample. Write

ai . mt(xit - xi)(xjt - X1)to
kt t'iit

I;,. t- 1

11 s min (p, k - 1)

£2 a max (p, k - 1).

It is obvious that the matrix U a11 II is nonnegative definite and has rank 1, anj that

the matrix U i 1 is positive definite provided that N - k > p. Hence the deterp*.ital

equation in

l i- *, - 0 (4)

has a root zero of multiplicity p - 11 and 1 positive roots.
9.-

The 1i nonzero roots of (4) play an important role in discriminant analysiS. 'Teir

distribution depends solely upon the roots of (3), and their exact distribution is le*wn in

the case that where all roots of (3) are zero (see Fisher (1939), Hsu (1939). .d Roy

(1939)). In the general case, Hsu (1941) obtained the limiting distribution of these positive

roots and it is given in the following theorem.

Theorem (P. L. Hsu). Suppose the sample sizes satisfy the condition mt mq t. t I 2 ...k.

*~IN
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Let q n I qt and N a mq (note that the roots of (3) is independent of m in the present

t,-

case). Suppose that (3) has positive roots 11 > ).2 >-> V > 0 with multiplicities

III 2,....IA, respectively. Write

80 u 0, h a ah.1 * IAh , ht 1. 2..,, r- a .

Also write the positive roots of (4) as #I Z 42 >> Define1

A /i(2.% 2 4)) 2(41 - -), ah_1 + 1..a h - 1. 2.....A)

C," N,$P (i a r +.1.-l)

Then the limiting distribution density (as m ) of CICt1 is

O 1,. a1D(o1 1-,a)-O(CG V1 1,.,CG )O l(cr 1,-- 1 )(5)

where

D(x x1 U( 11_ D I I.. IT(x- x 2-) (6)

X I x2 z .,,_>
(p-r)(n r) 0- L -r

1 D(Cr ,.. ) - - 'KIr - r - - +D, T T I-

L 11 L 1 1(L 2-11-1) I
_ n i Q r 1C e (7)

i-r+1 J-i+l ij-r+i i+

C" .! Zr "> -0 n k - 1).

Unfortunately, Less 1 in the paper of Hsu (1941) is not correct. The

main result of Hsu is based upon tho above les. Recently, Prof. W. Q. Lign

found this mistake and gave a counteruzuple. The purpose of this note is,

according to the suggestion of Professor K. L. Chung, to give a nev proof

of Lam 3 in Rsu's paper; this lems plays a key role in the proof of the

main theorem of the reult of Hsu.
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2. A COUNTEREXANPLE

To clearly understand the counterexample, we have to restate here th&

Lemma I in Hsu (1941).

Let Q (n - 1, 2,...) be a random point with a finite number, indepen4

of n, of coordinates, and let its domain of existence be the Borel set En

Let

EnC El(n 1 1, 2,...)

and put

lim E =E.
n

Let the probability of Qn approach a limiting probability function, which

is continuous, as n - -.

Let f n(P)(n = 1, 2,...) be a real point function defined and Borel

measurable in E * Let
n

lim f n(P) - 0 throughout E

then the random variable f n(Qn) * 0 in pr. as n -.

Example 1. Let pn denote the n prime number, and let F 1 ,Exapl 1 Le , nnoh n F **

Definenn 
n n- n

) I if p e F

0 otherwise.

Evidently, we have

f n(P) * 0, V p C (0,1).

Define random variable Qn with its distribution function

k n W) pn +1 (xI u
F n(x) - P(Q < x) - + .. I

Pn 2ppn - (Ot

where k (x) is the number of elemeots of F , which are less than x, and IAnnA
denotes the Indicator function of the set A. It Is obvious that F tends ton

R(0,1), the uniform distribution over the interval (0,I), as n.-. Also, 'E

know that E - Z n (0,I), n 1 1, 2,... But we evidently haveU
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P ( (QP ( cF p-i
n n n n 2p*- 2

In fact, we can construct an example in which all the f U(P), n 1,a.,

are continuous and all the distributions of Q n n 1,I 2...,. are absolutely

continuous, but the conclusion of this Lemma is not true. On the other hanki

we can show that if each Q. has a probability density q nand q-ntends to 4.

limit density q, then the conclusion of this lemma will be true.*

But, we omit the details since the main purpose of our paper is to piv.

a correct proof of Hsu's theorem and not to give details of counterexampleS

of his lemma.

IN 7.
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3. PROOF OF HSU'S THEOREM

Write 1

n k k- 1, n - N- k, v - N 2

n 1

aij YiYj ut (IZiV - N)

u IsI z z J _I<i

In (2], it is correctly proved that the distribution of the positive

roots of (4) is the same as that of the following determinantal equation

lv2A + vC - v4U + DI - 0 (q)

where

,u ,...p

D •- -0

O - Ip-rI

Cl1 .. CI  E 0
1

C p- r

Cl 0.. C El

E1  ... E 0
1

mChh " -hll Yij + YJIIi , J -lI+ t..% ,2..

Chg -"'Nh YJi + x YiJII , h , i - ahl + ah o

J agl + 1,...+ag,

Eh" - h" I1'  r + l*@..,pl j a -1 + I..a ho

' l lo -" "6 ' h " "-,-" ' " ,•" ,€ " , +'-'-'-" ,. .. ,'.'-', -.", +, ,- - -, ,
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and (yiis z I has joint probability density

I n1

(2w) expI- 10)
i-nl jinl J i-i vinl

In Lemma 2 of [2], it is shown that all the u s tend to i.i.d. N(V 1)'s.
ij

Though Lemia 1, which is not true, was used in the proof of Lemma 2, the

correctness of Lemma 2 is easily seen. Its proof can he easi.y modified

and is omitted. The reader can refer to Lemmas 9 and 10 in X. R. Chen (|q'6).

According to this lemma, the u ij's in (9) was replaced by a set of a,d.

N(0,1) variables {wi (though this was not obviously stated). But the correct-

ness of this approach would not be easily seen. For this, we need the following

lemma.

Lemma 1. Let d be a positive integer and Qn, Q be probability measure%

defined on L dB(Rd)) such that Q - Q. Then there is a probability sf4ce

(Q, F, P) on which we can define a sequence of random vectors {X } and X SAch

that Xn (w) -* X(), 4 w c Q, and that Xn and X have distributions Fn and F)

respectively.

In fact, this lemma can be extended to the weakly convergent sequenC. of

probability measures defined on a complete and separable metric space.

Because the proof is rather long and there are some interesting applicail'ons

of this lemma, we will discuss it in detail in a separate paper (See 3el 4d

Liang (1984) f4().

Applying this lemma, we can define (u(N) , wi;is j " Is 2,...,p,

. ij

N~m, ~(N) ini{~ISSN " f ,ulj I ( and' 4)} are identically distributed and that (vij} is a sa
, (N).

of i.i.d. N(O,1) random variables. Since (yij} Is independent of (u we
ha ij (~~), w

can also assume (y jI is independent of (N) For the sake of simplic [

of relation, we still use (uj) instead of G(N)). This is to say, we 4$$umetuij

that



lp

U W= W . . .4 " we R IL

.pl pp

(Note that, for different n, all the U's do not still have the relations

determined by (8) and (10).)

Lemma 2. Let K > k be two positive integers. Suppose that

f.oz ( - n)zK+...+aon) - . zk +...+a, ere k (n) 0. # 0 n I, 2

Let i... 2zk denote the roots of f. Then we can suitably arrange the K r6ous

ff (n) ,z (n) (n) (n)
n f z ,... , Zk+ 1,...,zK such that

"n) 0 Z for i < k"'" i i -

jz(n)jI for i > k

as n m.

Proof. If K> k, then aK 0 and () ak , hence a k /

Weida Theorem there must be a sequence of roots, say z (n) which tends to

infinity. Thus, there must be a K - 1 degree polynomial P(n)(Z), for each .

z (n) we getP(n)(Z) fz
such that fn(Z) (1 - )- nK_ (z). Noting fn -,, f, we get K- -0 f(z)

zK (n)
as n -o a. By induction, we can find that there are K - k roots zjn )

j - k + 1,...,K, such that -, also there is a k-degree polynomial

-(n)(z) - f(z), and all the k roots of Pk (n)(z) are the remaining roots of 4n
k  k

_(n)(z) (n)
We claim that there must be a root of Pk say z such that

( Z as n - -. Otherwise, there must be a positive number o such that

min (n) z1<i<kez - zI zCO > o

(n) (n) k (n).(n

holds for infinitely many n. Let P n)(z) -b (z - z ),here k
k ~ k ': lP(n -(n)( )  0 sn ,

the coefficient of first term of k) (z). On one hand, Pk () 0 as n

since P(n)(z 1) . f(z1) - 0, as n -. On the other hand,sic k
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] (n)(zW1 . lb (n)i , (n), z 1 lb (n) k

for infinitely many n.

Note lb(n) j 1akj > 0 and we get a contradiction. Thus our assertion is

proved. By decomposition theorem of polynomial there is a k - I degree

polynomial P ()

k)(n) .(n)u

P (z) - (z z n (z)k 1Z k-

and

P n)(z Pk,(z) as nk-1 k-1I

where Pk (z) is a k - 1 degree polynomial such that

- f(z) (z - zl)P kl(z).

By induction, we prove the Lemma.

Split W into blocks according to the fashion of split of C. Write the

blocks of W as W . Since U - W, V w e Q, by lemma 2 we know that theWhg

positive roots *i (excluding the p - Z1 multiplicity of root zero) satisf'y

0, X + 0(1), i - ah 1 + 1,...,ah, h 1, 2,...,v + 1 112)

where -0, = l" Set A- min ('h OXh+ 0. In what fotlo",
1<h<v

we fix w e Q. Substituting X I + vn into the lefthand side of (9),
1/1

dividing by v I 2 the first rows and the first U columns of the detertin-

antal equation in (9), and letting N * =, we find the lefthand side of (I)

tends to

C X W

11 11 ~ 2 1 1 P~2

det

S 1 -  rl

which is a M -degree polynomial in n and whose roots are the same as that

of the following equation.

;:. -. .- . .. . Z G~.. .- - - .. . ..... . .. ..
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de ,c -nI ImO -0 3)

et 11 111 U1

By (12) we know .when N large enough

- hl < 1A - 1 1..%, h - 1, 2,..., v + 1.

Write -i (* - I )/v and denote by n, _Z n>..._ n Is 0 the roots of (13).

Then we have

11ICA13v ± - 1, 2s..1 -a1

;I <i < - 24/3v i - a1 + 1,...,.

By Lema 2 we know that

T'2 i * Ti. ± - 1, 2,,..,Wa1 - a1

i n: I a

ni '° i=a 1 + 1,...,* 1 .

Conaider the u1 x U matrix C1 I - )lWll The diagonal elements of 4tls

matrix are

.,i- - X2 "+ 4A N(O,Z),

and the off-diagonal elements are

+ YTj) + 2X N(0,1).

Hence, the distribution of roots of (13) is the same as that of

+ 1 2A W l n1 0. 0i4
I/I

Set C- i/2A2 + 4A1 - n ,/2 I - 1, 2,... ul, as N * -.

Following the same lines as the proof in (2], the distribution of Cis 1- I) 2 ,...u 1

tends to that as stated in Hsu's Theorem.

Similarly, we can prove that If we write

Ti1 - (*j - Xh)/V, .- - + 1,...,ah, h - 1, 2,...,v.

then

whee ,ni as oh ei
here i, i + ah 1 9 l.., are the roots of the detenminuntal equation
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chh- Xh - nI -0

Set

set - -1 + l,...,ah.

Their joint distribution tends to that as stated in Hsu's Theorem.

Finally, letting * - v 2 and substituting it into (9), dividing the

last p - r rows and the last p - r columns of the deteruinantal on the

lefthand side of (9), then letting N w , e obtain

x 1u 0. .. 0 E-l

0i 1  01E
dot . 2 "=0 (15)

0 0 ... xI E
V % -

E 2 .E A-l;I

where A is the lower-right (p - r) x (p - r) submatrix of A. (15) is eqii-

valent to

det(A V VE'- ...-''- EE - CI) - 0. (16)
1 V

On recalling the elements of A and Eh, (16) is in fact the following equtifon

*det I eij - iJI- 0 (17)

where 6 1, " 0 (for i & J) and

eiJ -L1r+Y8YJ$.

Write the roots of (17) as C r+ ..6 , 0,...0. (Note the rank of UII
is I1 - r, hence (17) has p - A multiplicity of root zero.) Set

Ci i /v 2 i r + I..., 1 . By Lemna 2 we know
ii - Cis r + 1,.., 1 .

According to the proof of Hsu, we know the distribution of -i i - P + 1...11

tends to that as stated in Hsu's Theorem.

The independence among each group of limits of the corresponding freeps
I

r- ...--. :, , , -. 9 ,.. , . -o ., :>. .... ,.,.... .,., ., , , , .



of roots is obvious.

The proof of Hsu's Theorem is Chus completed.
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